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1. Matrices

1.1. Basic Definitions

Definition. A rectangular array of numbers is called a matrix.

We denote matrices by Latin letters 4, B, C, ....

dp  ap n

a a a
A_| %2 B2 2n

am @mp .-+ Am

This matrix has m rows and n columns. We call A a “m by n” matrix or a

matrix of [m x n] dimension.

The element in the i-th row and j-th column of a matrix can be represented by

ajj. Matrix A can be represented as Ay, :(aij). Matrix can also be enclosed in

brackets A:[aij] or braces A:{aij} :

Definition. Two matrices A and B are equal if and only if they have the same

elements in the same positions.

A:B = (au:bu)

For example,

1 2 1 2
A= , B= , A=B.
(3 4) (3 4}

Let's consider forms of matrices.



&
. a, . .
Matrices A 4 = and By, , =(b, b, ...b,) are vector-matrices. A matrix
am
B, is called a row vector. A matrix A, is called a column vector.
If m=n, then a matrix is called a square matrix. Its order is equal n.

Let the square matrix A be given. The diagonal containing
a11,89,.--,87_17-1,8n, 1S called the principal (main) diagonal. Another diagonal is
called the secondary (minor) diagonal.

secondary diagonal principal diagonal

If there are nonzero elements on the main diagonal of a square matrix A,
then this matrix is called a diagonal matrix. For example, A is diagonal matrix
with order 3

5 0 O
A=/0 -1 0
0 0 2

4. A diagonal matrix is said to be a unit matrix if all diagonal elements equal
1. It is denoted by E. For example, unit matrix with order 4 is

o O o -
o O +» O
o — O O
R O O O

Matrix all non-zero elements of which situated under (over) its main diagonal
is called a triangular matrix. There are two following examples of the triangular
matrices



2 -7 0 1
-1 0 0

0O 6 9 -4
, 12 30

0 0 6 1
0 4 5

o 0 0 7

If all elements of a matrix are equal to zero then matrix is called a zero matrix.

Denote as O
0 0
O= .
0 0

Now consider operations with matrices.

1.2 Operations with Matrices
(A) Transposition of a Matrix

If we interchange columns and rows of a matrix A, we get the transposed

matrix AT.
ayy A ... & &, 8y .. a,
A= dy; Ay - Ay ’AT: d, ady ... QA .
aml am2 amn ain aZn a'mn
For example,
2 9
T 2 6 3
A=|6 1|, A = 9 1 ol
3 0

There are properties of transposed matrices

1) (a7 ] = a;
2)(LA) =L AT



3) (A+B) =A" +BT;
4 (A-B) =BT - AT,

Here A and B are matrices, A is a number.

(B) Addition (Subtraction) of Matrices

We can add and subtract the matrices of the same dimension. Their sum

(difference) is the matrix we get by adding (subtracting) corresponding elements in
the given matrices:

C:AiB = CI] :aij ibij’ V|:1,_m,v_l:1,_n

1 2 2 3
Example. Let the matrices A={3 4|, B=|0 1| be given. Find their sum
5 6 4 7
A+ B and difference A—B.
Solution
1+2 2+3 3 5 1-2 2-3 -1 -15
A+B={3+0 4+1|=|3 5|, A-B=|3-0 4-1|=| 3 3
5+4 647 9 13 5-4 6-7 1 -1

(C) Scalar Multiplication

To multiply a matrix A by a number A, we multiply each element of this
matrix by A

A=(a;)=rA=(ra; ).

3 5 12 20
For example, A=| 7 5 . Then 4A= :
s 7 -8



Addition of matrices and scalar multiplication are called linear operations.
Linear operations with matrices have the properties.

1) A+B=B+A;

2) A+(B+C)=(A+B)+C;

3) A+O=A;

4) A+(-A)=0;

5) (a+B)A=a A+BA;

6) 1-A=A;

7) a(A+B)=aA+aB;

8) a(BA)=(aB)A.

Here A, B and C are matrices, o and 3 are real numbers, O is a zero matrix.

(D) Multiplication of Matrices

If the number of columns of a matrix A equals the number of rows of a matrix
B, then the product A- B is defined. The multiplication a matrix A, by a matrix

Byxn IS @ matrix Cp,, whose element c;; is the product of the i-th row of A and

the j-th column of B

k
ATT'IXK ’ BKXH :men1 Clj = Za” . bIJ .
1=1

In general

A-B=B-A.
Multiplication of matrices has the following properties:
1) A(BC)=(AB)C;
2) L(AB)=(AA)B=A(AB);
3) C(A+B)=CA+CB;



4) (A+B)C=AC +BC ;

5 A-E=E-A=A;

6) A-O=0-A=0.

Here A, B and C are matrices, A is a real number, E is a unit matrix O isa
zero matrix.

Example.
0 3
2 1 1 )
Let A= , B=|1 5]|.Find C=AB, D=BA.
0 3 2
-1 1
Solution.
Cox2 = Aoy Bayos
0 3
2 1 1 2-0+1-1+1-(-1) 2-3+1-5+1-1 0 12
C=A-B= 11 5|= = .
2 0-0+3-1+2-(-1) 0-3+3-5+2-1 1 17

D3,3 = B3,z - Assss

0 3
2 1 1
D=B-A=| 1 5| =
0 3 2
-11

0-2+3-0 0:-1+3-3 0:1+3-2 0 9 6
=/1.2+50 11+5.3 1.1+5-2 |=] 2 16 11|
-1.2+1.0 -1.1+1-3 -1.1+1.2 -2 2 1

As we see in this case AB = BA.



2 Determinants

2.1 Basic Definitions

With a square matrix A we associate a number called the determinant.

Definition. Determinant of a square matrix A is called a number that
calculated by the certain rule.

We denote determinant as A, \A\ or det A. The determinant of the n-th order

for a square matrix A of the n-th order is of the form

3.11 8.12 e a.ln

a a a
A =det A= 21 22 2n

dnn Q2 ... Qg

For n=1, A=(a;) we have

a, a
Forn=2, A:[ 1 12} we have the definition

Ay Ay
a1 ap

detA: =8.11 ’a22 —8.12 '&21.
dy Ay

Example.

1 2

A= =1.4-3-2=4-6=-2.
3 4

The determinant of the third order can be calculated by the formula



d o ap3

A=lay @8pn ay|=ap8ypag +a;pdxag +a138y383 —
dg dzp ags

—dy3apaz —adyaz —apadyass.

Definition. A minor M;; of an element a;; of the determinant with order n is

the determinant with order n—1 obtained from the given determinant by deleting
the i-th row and j-th column.

Definition. The quantity A; = (—1)i+j Mj; is called a cofactor of an element
i

Let's consider the example. Calculate M ,; and A, of the determinant

1 2 3
A=5 5 3
7 3
We have
2
‘:%—14:—11
3

In general case we such definition of a determinant.

Definition. Determinant of a square matrix A of the n-th order is called a
number function det A that calculated by the formula

N i+1
ZZ(_l) aj M,
i—1

where M;; is the minor of an element a;;.



It follows that we can calculate determinants of the third order using the rule
of triangles. We replace elements by dots and construct main and secondary
diagonal as well as triangles

(o] o]

Example. Let's show calculation of a determinant of third order

3 -2 1
A=-2 1 3|,
2 0 -2

Solution.

-3

=3.1-(-2)+2-(=2)-3+1-(=2)-0-1-1-2— (=2) - (-2) - (-2) =3-3-0 =

=—-6-12+0-2+8-0=-20+8=-12.

The determinant of the third order can be calculated also by the rule of
addition of rows or columns. Write a determinant of the third order. Add the first
and the second rows. Construct the main diagonal and its parallels; take sum of
products of elements located on main diagonal and its parallels. Construct the
secondary diagonal and its parallels; subtract products of elements located on the
secondary diagonal and its parallels.



=3.1-(-2)+2-(=2)-3+1-(=2)-0-1-1-2— (=2) - (-2) - (-2) —-3-3-0 =
= 6-12+0-2+8-0=-20+8=-12.

We have obtained the same result.

2.2 Basic Properties of Determinants

Now we state the basic properties of determinants.

1) The determinant of the transposed matrix A’ is equal to the given
determinant A.

det A=det AT .

2) If two rows (columns) of a determinant are interchanged, the determinant
changes its sign.



a a a a
A= 11 12’ A = 21 22’ A=—A'.

dy; Ay A1

3) The common multiplier of the row (column) can be taking out before the
determinant sign.
%1 4 93 %1 dpp A3
A=hay Adyp Aagl=A-@y ap axg|

dz3 dzxp  ag dz Az Az
Here A is a real number.

4) A determinant is equal to zero, if the elements of the row (column) are
equal to zero.

a1 9
0 0

=0.

5) If two rows (columns) of a determinant coincide (or are proportional), the
determinant is zero.

6) A determinant does not change if we add to all elements of a row (column)
of the determinant the corresponding elements of other row (column) multiplied by
some number.

d1 adpp 93 ayq app a3
A=lay ayp ay|=RAaytay Aap+tay Adyg+ay|.
dz; dzp A3 dz; dzp azz

7) If each element of some row (column) of a determinant represents the sum
of two elements, the equality takes place

ap+tay ap a3 |y Ay Ay (A ap A
ay +ay dp axp|=[ap Adp ap|t|Adn ap axg|
Az +az @y Ak |[d3 8 Axk| (8 Ap Ay
8) The determinant of a triangle or diagonal matrix is equal to the product of
the elements of the main diagonal.



Examples.

1 2
a) A= =1.2-1.2=0.
1 2

3 2
b) A= “1=3-4-6-2=0.
6 4

2 0 0
) A=5 -2 0=2-(-2)-7=-28.
1 4 7

Consider the theorem concerning calculation of determinants.

Theorem (Laplace’s Theorem). A determinant is equal to the sum of products
of elements of any row (column) on their algebraic cofactors

AzailAil +ai2A\i2 +...+ainA\in, V| :1, n.

For a determinant of the third order we have
A1 8 g3
Qy1 8p Axp|Tay Aptay Ay +agyAg.
d3 4dz a3

This is expanding of a determinant by the first row.

Consequence. The sum of products of elements of any row (column) on
cofactors of elements of other row (column) with corresponding numbers is equal to
zZero

g A + A Ay .+ 3 Ay =0, Vi=1n Ak=i.

For example,

Q1 Qp g3
dy Ay Ax|Tay Aptay Ay +agAgp =0.

dz Az dx

Examples.

a) Calculate determinant of the fourth order by using Laplace’s Theorem



o r O O
S U1 O W

o w N
o A NN

Solution.

A row or column with many zeroes suggests a Laplace’s expansion. WWe can
compute the determinant by expanding along the fourth row

0 2 3
2 3
A=5-(-1""0 2 o+0+0+0=(—5)-1-(—1)1+32 0‘:—5-(2-0_2.3):30_
145

b) Calculate determinant of the fourth order by using properties of
determinants

5 1 3 5
-4 2 1 3
A= .
4 0 21
2 4 7 1

Solution.

Let's multiply the first row by (-2) and add to the second row, multiply the
first row by (—4) and add to the fourth row, and expand the determinant by the second
column.

5 1 3 5(2) (4 |5 1 3 5
4213 |14 0 -5 -7
4 0 21 4 0 2 1

2 4 7 1 ~18 0 -5 -19

-14 -5 -7 |14 5 7
1144 2 1]={4 2 1
-18 -5 -19| -18 -5 -19
Multiply the second row by (-7) and add to the first row, multiply the second
row by 19 and add to the third row. Expand the determinant by the third column.
-14 -9 0
A=l 4 2 1=(-D)*.
58 33 0

~14 —9‘

14 9
58 33

=-60.
58 33



2.3 The Inverse of a Square Matrix

Definition. If the determinant of a square matrix A is equal to zero, then matrix
A is called a singular matrix.

If the determinant of a square matrix A is not equal to zero, then matrix A is
called a non-singular matrix.

Definition. A square matrix A~ is called an inverse matrix of a matrix A if
A-At=AT. A=E,
where E is a unit matrix.

Definition. Transposed matrix A of cofactors of the corresponding elements
of the given matrix A is called the adjoint matrix of A

A Ay o Ay
'&: A12 A22 An2 .
Aln A2n Ann

Theorem. A matrix A has an inverse matrix A if and only if its determinant
is not equal to zero.

So, an inverse matrix A™ is calculated by the formula

A Ay o Ay
A_lz—l A= 1 A2 Ap Anzl 1)
det A det Al ---
Aln A2n Ann
Example. Find A™ for
2 1 -1
A=|-1 3



Solution.

2 1 -1 |2 1 -
detA=|-1 3 0|=|-1 3 0|=-1.(-1)"3
1 0 2|5 2 0

-1 3
5 2

‘:177&0.

Thus, A™ exists. Find all cofactors A; of elements a; and calculate A™.

_[39_, I [t
Aly o7 BT T2 AT o
_ o, o1 |2 1
Ao=—, =2 Po=ll 5= Ae== o o7t
B T T |2 1,
AZly o AT o7t SR
6 =2 3
6 2 3 %; 17 {Z
A=l2 5 1|, at=l 2 2 L
- 17 17 17
) = 1 7
17 17 17
Verify that A*-A=E.
6 =2 3
o 1 -1y |17 17 17| /4 o ¢
AxAt=|-13 0|x| 2 2 Lido 1 0
Lo o YW
= 1 7
17 17 17



3 Methods of Solution of Systems of Linear Algebraic
Equations

3.1 Basic Definitions

Definition. The system of equation

Ay Xy + 819Xy ...+ a8, X, =by,
a21X1 + 3.22X2 +...+ aZan :bz,

ooooooooooooooooooooooooooo (2)
anlxl + an2X2 ..ot anan - bn,
is called the system of n linear algebraic equation with n unknowns.
Let’s write the system (2) in the matrix form
AX =B (3)

Here A is the system matrix, X is the column of unknowns, B is the column
of the constant terms.

7 \I / \I / \
| dyp dpp o Ay X by
Ayy Gy .- gy 12 b,

A= . X = . B= )
”Hl (1” 2 amz X b

Definition. A solution of linear system (3) is called a set of real numbers

which Dbeing is substituted in system (3) instead of unknowns, transforms all
equations of the system into identities.



Two systems are called equivalent, if sets of their solution coincide. We
consider as equivalent also systems which have no solutions.

Definition. A system (2) having at least one solution is called a compatible
system and incompatible system, if there are no solutions.

Definition. A system (2) is called a definite system, if it has a unique solution
and indefinite system, if it has more than one solution.

3.2 The Matrix Method

Assume that the matrix A is non-singular matrix, det A= 0. It means that A™

exists. Multiply the left and right parts of the equation (1.3) by A™L. In this case we
have

A-X=B= A'AX=ATB = (ATA)x =AB =
ATA=E, EX=X| = X=ATB.

Thus, the solution system (1.3) is of the following form
X =A"B. (4)

If det A=0, then the system (3) has the unique solution defined by the
formula (4).

Example. Solve a system of equations by the matrix method

4x, + 3X, + 2X; = 33,

3X, + 2X, + X; =23,

X, +X, +2%,=12.
Solution.

The matrix form of the given system is

A-X =B,



where

432 X 33
A=|321| X=|x,| B=|23].
112 X3 12

Determinant of the system matrix is

4 3 2
A=13 2 1|=-1+0.
112

Thus, we are able to use the formula (4). As we know

at-L &
A
Let us find A
3 -4 -1
A=|-5 6 2
1 -1 -1
As A=-1, we have
-3 4 1
Al=5 -6 -2/
-1 1 1
Check up
4 3 2 -3 41 100
A-At=(321 5-6-2|=/010
112 -111 001
Then

-3 41 33 3)
X=A"B=| 5-6-2|-[23| =|3|.
-1 11 12 2



Thus, the solution of the given system is x, =5;

5
X=| 3]
2

X, =3;

3.3 The Cramer’s Rule

X, =2 or

Let's consider the system of n linear algebraic equations with n unknowns

allxl + a12X2 +...+ alan - bl

Ay Xy + 8%y + .o+ 85X, =Dy,

()

Let a matrix A is non-singular matrix, det A = 0. Determinant of the system

detA=A=

ayy
ay

anl

app
A

an2

a1n
a2 n

ann

Then this system has a unique solution that can be calculated by the Cramer’s

IS
formulas
where
b, ap
b, a
Alz 2 22

A

d; 9y
dy; Ay
anl an 2

(6)




Here A; (j :1,_n) are the determinants formed by replacing the j-th column of the

coefficient matrix with the column of constant terms B.

Note that, if A=0 and at least one determinant A; = 0, then the system is
incompatible (no solutions). If A=0 and all A; =0, then the system is indefinite
(some solutions).

Example. Solve a system of equations by using the Cramer’s rule

4X1 + 2X2 + X3 = —4,
9%, +3Xy + X3 =8,

Solution.

Determinant of the system matrix is

A=

o b~ B

1
2
3
Let calculate the determinant of the system expanding it by the first row

j o ﬂ o

=(2-3)-(4-9)+(12-18)=-1+5-6=-2=0.

11 )
A=l4 2 1=1.(-1)"
()13 9 3

9 3

42‘

Thus, the system has a unique solution.

Calculate the determinants A;,A, and Aj.

j+1-(—1)1+2:

=—2.(2-3)—(-4+8)+(-12+16)=2-4+4=2,
Ay 2

X =—t=—=-1
17 A 22

j (o

42‘

—2 1 ,
A=l-4 2 U=-2.(-1)"
()13 8 3

-8 3



1 -2

—4 4 4 -4
Ay=l4 -4 1=1.(-1)" 2 (=M 411 _
: oy J2 e T
9 -8
=(—4+8)+2-(4-9)+(-32+36)=4+2-(-5)+4=8-10=-2,
, = A, -2 |
A -2
L1-2 4 -4 4 2
=4 2 —4=1( 1+l (12 —2-(-1)3 =
) N R
9 3 -8
=(-16+12)-(-32+36)-2-(12-18)=-4-4-2-(-6)=-8+12 =4,
A 2
Check up the solution of system. Let substitute the solution to the system
1+ 1-2=-2, —2=-2,
4.-(-D)+2-1-2=-4,={-4=—4,
9.(-1)+31-2=-8, |-8=-8.
-1
Answeris X, =-1,X, =1, Xxg=-20r X=| 1
-2

3.4 The Rank of Matrix

For solving of arbitrary systems of m equations with n unknowns we will
introduce notation about a rank of a matrix.

Let be given an arbitrary matrix A dimension of which is mxn

81 8 - Ay
8z Ay v Agp

8m @8m - @m



Let us strike out k rows and k columns in this matrix. Then elements a;; found

at the intersection of these rows and columns form the matrix of order k.

Definition. Determinant of this matrix is called the minor of the k order of
the matrix A.

Definition. The highest order of the minor of matrix A different from zero
is called the rank of this matrix and denoted rang A or r(A).

Definition. Matrix A is equivalent to matrix B, if their ranks are equal
A~B <r(A)=r(B).
Example. Find the rank of the matrix A

4 1 -1 3
Apa=|3 -2 -2 —6]|.
11 0 -4 0

Solution.

Let's select minors of 1st order, 2nd order and 3rd order

4 —
M; =40, M, = =-11+0,
3 -2
4 1 -1 4 1 3
M;=|3 -2 -2=0;, M3=|3 -2 -6=0=r(A)=2.
11 0 -4 11 0 O

Thus, rank of the matrix is 2.

Consider elementary operations with matrices.

Elementary Operations with Matrices
(a) Deleting any row (column) all elements of which are zeros.
(b) Interchanging any two rows (columns).

(c) Multiplying all elements in a row (column) by the same nonzero number.



(d) Adding to elements of row (column) of corresponding elements of other
row (column) multiplied by a number A = 0.

Theorem. Elementary operations do not change the rank of a matrix.

Remark. To find the rank of a matrix reduce it to a triangular form. A number
of nonzero rows is the rank of the given matrix.

3.5 System of Linear Equations in the General Case

Let be given a system of m equations with n variables

Ay Xy +apXy ot 8y Xy =y

, (7)

A X +8paXy .ot 8 Xy =Dy

Then the matrix of the system (1.7) is

a1 9 aqn

a a PP a
A= 21 21 2n

Amp Ay 0 Ay

Let join to the matrix of the system the column of constant terms. The matrix

A is called the augmented matrix of the system (1.7)

dq1 Yo ... Y ‘ by

_ |a a ... a b

A_|%2 % 2n } 2 | (®)
am Am2 .- am | by

If the system (7) has at least one solution, it is called a compatible system.



Theorem (Kronecker-Kapelli Theorem). A system of linear equations (8) is
compatible if and only if the rank of matrix A equals the rank of the augmented
matrix A

r(A) =r(A).

Finding the set of all solutions is solving the system. We don’t need guesswork
or good luck; there is an algorithm that always works. This algorithm is Gauss’s

Method (or Gaussian elimination or linear elimination).

3.6 Gauss’s Method

The aim of Gauss’s Method is to rewrite the augmented matrix (1.8) in
triangular form by using elementary operations.

; ap v aplb dp Ao o gy @
A Ay Ayp v An|b L 0 ayp - anb
Amp Aymz A bm 0 0 Ay bm

Example. Solve the system by using Gauss’s Method

X{, — X, + X3 + 2%,= 0
33X+ 2%y — X3+ 5X, = -8

Solution.

Reduce the augmented matrix to triangular form. Let put at the first place an
equation that has a first unknown coefficient equal to 1. If there is no such an
equation then we divide the first equation by x, coefficient.



~11] -4
e 1 -1 0
~15 -8

2 -3 -13|-15
11 -1 —4
o1 -1 —1/2 ~2
oo 1 32| 2
0 0 4/5 3/10|17/5

We have obtained the triangular matrix. Rank of matrix of the system equals

the rank of the augmented matrix

r(A)=r(A)=3.

01

1 1 -11 -4
0 -2 2 1| 4
o -1 2 2 4
0 -5 1 1|-7
11 -1 1 |-4
01 -1 -1y2|-2
oo 1 32| 2
00 0 -9/10] 95

11 -1 1] -4
1 -y2 -2
0-1 2 2| 4
0 -1 Y5 15| -7/5
11 -1 1]-4
01 -1-12/ -2
oo 1 32| 2
00 0 1]|-2

This means that the system has a solution. Take the forth row x, =-2.

Knowing x, we get x5 from the third row, x, from the second row x, and

from the first row x,

P+ X, — X3 + X4
X, — X3 —  1/2%,
X +  3/2X%,

X4

— 4,

2,
- 2.

The solution of the system is X, =—2; X3 =5; X, =2; X =1.




Task “Matrices”

a1 a1 3 by by by
1. Matrices A and B aregiven, A=|ay a8y, ay | B=|by by by

a3 Aazp Aag by by b
Calculate matrices o.- A, - B, o.- A= - B. Values aij,bij,oc,B are given in Table 1.

Table 1

ayy A1y &g Ay Ay Apy Az Agy Agd byy| byy| by by by g by by gy & B

Nu
mbe

10 413|126 |3 ]|1|9]|3

0
1 (51|34} 2]1 319|403 |5|2|1|1]|]6)|3 2|6

12 j10| 3|12 |4 |5 |1 (3|2|5|3|0|2|1|6|4|3|2 3|4

3 2|13 |5|2 |7 |4 |13 |83 |7 |5]|6]9]|2]|1]|3]|4]2

14 117]3]5 2 6 11412 813|491 |5]|2]|4]|3]|2

5 |13|1(3|56 2|14 3|6 |1|2|5|4|3|7]3|1]|5]|3

6 |52 (3|4 |1 |2 |2 |5 |7 |3|6|1|2|5|4]|3|7|6|2]|7

7 4|2 |6 |1 3|7 |52 |1|2|4|6|3|]2|0|5|1|8|2|4

18 (10| 4 |3 |52 |6 |02 |-2|4|3|21|2|6|5]|10(11|2]|3]|5

9 (1|14 |3|5|1}2|3|7|1|5|3|2|4|6|]2|0|3|3|7]|6

20 (5121542183 |3|5|4|6|2|1|3|4|5]2]|5




2. Matrices A and B are given, A=

Find matrices C=A-B and D=B- A. Values g;

by

by,

a1 Yo I3
, B=| by by

dyy

dy

a3

j ’

b31

b32

by; are given in Table 2.

Table 2
Number | @y, | &, | @43 | Ay | 8 | Az | by | B | by | by | by | by
1 2 3 4 5 6 7 8 o | 10 | 11 | 12 | 13
1 1 2 3 5 1 2 2 1 5 6 0 3
2 3 2 1 2 3 2 2 3 1 0 2 1
3 1 3 2 2 5 1 6 2 1 3 7 1
4 4 1 2 3 2 7 5 3 1 2 2 6
5 5 2 1 4 3 2 6 7 3 1 0 4
6 1 | 6 1 7 3 4 1 7 7 3 2 1
7 2 | 3 1 4 6 3 3 2 1 5 4 3
8 3 2 3 2 5 6 2 2 1 2 3 0
9 2 | 3 1 3 2 6 5 2 3 2 1 3
10 6 1 2 3 2 1 7 2 5 3 1 2
11 4 | 2 1 6 3 2 2 2 3 | 2 | 1 5
7 3 | 5 1 4 2 3 | 1 | 4 2 1 3 5
13 3 2 3 7 5 6 2 2 1 2 3 0
4 2 | 3 1 3 2 6 5 2 3 2 1 3
15 6 1 2 3 2 1 7 2 5 3 1 2
16 4 | 2 1 6 3 2 2 2 3 | 2 | 1 5
17 3 | 5 1 4 2 3 | 1 | 4 2 1 3 5
18 6 | 1 | 7 2 3 2 1 4 7 6 2 1
19 5 | 3 | 2 4 6 1 > | 3 | 4 2 1 3
20 0 | 1 | 2 3 5 1 3 2 1 5 3 6
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