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1. Matrices  

 

1.1. Basic Definitions 

 

 Definition. A rectangular array of numbers is called a matrix. 

 We denote matrices by Latin letters A, B, C, …. 























mnmm

n

n

aaa

aaa

aaa

A









21

22221

11211

. 

 This matrix has m rows and n columns. We call A a “m by n” matrix or a 

matrix of [m x n] dimension. 

 The element in the i-th row and j-th column of a matrix can be represented by 

ija . Matrix A can be represented as  ijnm aA  . Matrix can also be enclosed in 

brackets  ijaA   or braces  ijaA  . 

 Definition. Two matrices A and B are equal if and only if they have the same 

elements in the same positions. 

BA       ijij ba  . 

For example, 











43

21
A , 










43

21
B , BA . 

 Let's consider forms of matrices.  



 Matrices 























m

m

a

a

a

A


2

1

1  and  nn bbbB 211   are vector-matrices. A matrix 

nB 1  is called a row vector. A matrix 1mA  is called a column vector. 

 If nm  , then a matrix is called a square matrix. Its order is equal n. 

 Let the square matrix A  be given. The diagonal containing 

nnnn aaaa ,,,, 112211   is called the principal (main) diagonal. Another diagonal is 

called the secondary (minor) diagonal. 

 

 If there are nonzero elements on the main diagonal of a square matrix A, 

then this matrix is called a diagonal matrix. For example, A is diagonal matrix 

with order 3 



















200

010

005

A . 

 4. A diagonal matrix is said to be a unit matrix if all diagonal elements equal 

1. It is denoted by E. For example, unit matrix with order 4 is 























1000

0100

0010

0001

E . 

 Matrix all non-zero elements of which situated under (over) its main diagonal 

is called a triangular matrix. There are two following examples of the triangular 

matrices 











































540

032

001

,

7000

1600

4960

1072

. 

 If all elements of a matrix are equal to zero then matrix is called a zero matrix. 

Denote as O   











00

00
O . 

Now consider operations with matrices. 

 

1.2 Operations with Matrices 

 

 (A) Transposition of a Matrix 

 

 If we interchange columns and rows of a matrix A, we get the transposed 

matrix TA . 























mnmm

n

n

aaa

aaa

aaa

A









21

22221

11211

, 

11 21 1

12 22 2

1 2

...

...

... ... ... ...

...

m

mT

n n mn

a a a

a a a
A

a a a

 
 
 
 
 
 

. 

 For example, 



















03

16

92

A , 









019

362TA . 

 There are properties of transposed matrices 

1)   AA
TT  ; 

2)  TT
AA  ; 



3)   ;TTT
BABA   

4)   TTT
ABBA  . 

 Here A and B are matrices,   is a number. 

 

 (B) Addition (Subtraction) of Matrices 

 

 We can add and subtract the matrices of the same dimension. Their sum 

(difference) is the matrix we get by adding (subtracting) corresponding elements in 

the given matrices: 

BAC       njmibac ijijij ,1,,1,  . 

 Example. Let the matrices 


















6

4

2

5

3

1

A , 


















7

1

3

4

0

2

B  be given. Find their sum 

BA  and difference BA . 

 Solution 
















































13

5

5

9

3

3

76

14

32

45

03

21

BA , 



















































1

3

15

1

3

1

76

14

32

45

03

21

BA . 

 

 (C) Scalar Multiplication 

 

 To multiply a matrix A by a number  , we multiply each element of this 

matrix by   

   ijij aAaA  . 

 For example, 

















2
4

7
53

A . Then 











87

2012
4A . 



 Addition of matrices and scalar multiplication are called linear operations. 

Linear operations with matrices have the properties.  

 1) ABBA  ; 

 2)     CBACBA  ; 

 3) ;AOA   

 4)   OAA  ; 

 5)   AAA  ; 

 6) AA1 ; 

 7)   BABA  ;  

 8)    AA  . 

Here BA,  and C  are matrices,   and   are real numbers, O  is a zero matrix.  

 

 

 

 (D) Multiplication of Matrices 

 

 If the number of columns of a matrix A  equals the number of rows of a matrix 

B , then the product BA   is defined. The multiplication a matrix kmA   by a matrix 

nkB   is a matrix nmC   whose element ijc  is the product of the i -th row of A  and 

the j -th column of B  

nmnkkm CBA   , 



k

l
ljilij bac

1

. 

 In general  

ABBA  . 

 Multiplication of matrices has the following properties: 

1)    CABBCA  ; 

2)      BABAAB  ; 

3)   CBCABAC  ; 



4)   BCACCBA  ; 

5) AAEEA  ; 

6) OAOOA  . 

Here BA,  and C  are matrices,   is a real number, E  is a unit matrix O  is a 

zero matrix.  

 Example.  

 Let 









230

112
A ,  





















11

51

30

B . Find  ABC  , BAD  . 

 Solution. 

233222   BAC ; 




















































171

120

125330)1(21300

115132)1(11102

11

51

30

230

112
BAC . 

322333   ABD ; 

.

122

11162

690

211131110121

251135110521

231033100320

230

112

11

51

30







































































 ABD

 

 As we see in this case BAAB  . 

 

  



2 Determinants  

 

2.1 Basic Definitions 

 

 With a square matrix A  we associate a number called the determinant. 

 Definition. Determinant of a square matrix A  is called a number that 

calculated by the certain rule. 

 We denote determinant as  , A  or det A. The determinant of the n-th order 

for a square matrix A  of the n -th order is of the form 

nnnn

n

n

aaa

aaa

aaa

A









21

22221

11211

det  . 

 For 1n ,  11aA   we have  

11det aA  . 

 For 2n , 









2221

1211

aa

aa
A  we have the definition  

21122211
2221

1211
det aaaa

aa

aa
A  . 

 Example.  

.2642341
43

21
  

 The determinant of the third order can be calculated by the formula 



.332112322311312213

322113312312332211

333231

232221

131211

aaaaaaaaa

aaaaaaaaa

aaa

aaa

aaa




 

 Definition. A minor ijM  of an element ija  of the determinant with order n is 

the determinant with order 1n  obtained from the given determinant by deleting 

the i-th row and j-th column. 

 Definition. The quantity   ij
ji

ij MA


 1  is called a cofactor of an element 

ija . 

 Let's consider the example. Calculate 23M  and 23A  of the determinant 

537

355

321

 . 

 We have 

 

 In general case we such definition of a determinant. 

 Definition. Determinant of a square matrix A  of the n -th order is called a 

number function Adet  that calculated by the formula 

   

  ,1

11det

1
11

1

11
1

11
1

21211111












n

i
ii

i

nn
n

ii
i

Ma

MaMaMaMaA 

 

where 1iM  is the minor of an element ija . 



 It follows that we can calculate determinants of the third order using the rule 

of triangles. We replace elements by dots and construct main and secondary 

diagonal as well as triangles 

 

    det A = 

 

 Example. Let's show calculation of a determinant of third order 

202

312

123







 , 

 Solution.  

 

 033)2()2()2(2110)2(13)2(2)2(13  

128200820126  . 

 The determinant of the third order can be calculated also by the rule of 

addition of rows or columns. Write a determinant of the third order. Add the first 

and the second rows. Construct the main diagonal and its parallels; take sum of 

products of elements located on main diagonal and its parallels. Construct the 

secondary diagonal and its parallels; subtract products of elements located on the 

secondary diagonal and its parallels. 



 

 As an example, consider the same determinant using the rule. 

 

  033)2()2()2(2110)2(13)2(2)2(13  

 128200820126  . 

 We have obtained the same result. 

 

 

2.2 Basic Properties of Determinants 

 

 Now we state the basic properties of determinants. 

 1) The determinant of the transposed matrix TA  is equal to the given 

determinant A . 

TAA detdet  . 

 2) If two rows (columns) of a determinant are interchanged, the determinant 

changes its sign. 



 ,,
1211

2221

2221

1211

aa

aa

aa

aa
. 

 3) The common multiplier of the row (column) can be taking out before the 

determinant sign. 

333231

232221

131211

333231

232221

131211

aaa

aaa

aaa

aaa

aaa

aaa

 . 

Here   is a real number. 

 4) A determinant is equal to zero, if the elements of the row (column) are 

equal to zero. 

0
00

1211


aa
. 

 5) If two rows (columns) of a determinant coincide (or are proportional), the 

determinant is zero. 

 6) A determinant does not change if we add to all elements of a row (column) 

of the determinant the corresponding elements of other row (column) multiplied by 

some number. 

333231

231322122111

131211

333231

232221

131211

aaa

aaaaaa

aaa

aaa

aaa

aaa

 . 

 7) If each element of some row (column) of a determinant represents the sum 

of two elements, the equality takes place 

















332313

322212

312111

33323131

23222121

13121111

aaa

aaa

aaa

aaaa

aaaa

aaaa

333231

232221

131211

aaa

aaa

aaa







. 

 8) The determinant of a triangle or diagonal matrix is equal to the product of 

the elements of the main diagonal. 

 



 Examples.  

 a) 02121
21

21
 . 

 b) 02643
46

23
 . 

 c)   .28722

741

025

002

  

 Consider the theorem concerning calculation of determinants. 

 Theorem (Laplace’s Theorem). A determinant is equal to the sum of products 

of elements of any row (column) on their algebraic cofactors 

niAaAaAa ininiiii ,1,...2211  . 

For a determinant of the third order we have 

333231

232221

131211

aaa

aaa

aaa

= 313121211111 AaAaAa  . 

This is expanding of a determinant by the first row. 

 Consequence. The sum of products of elements of any row (column) on 

cofactors of elements of other row (column) with corresponding numbers is equal to 

zero 

.,1,0...2211 ikniAaAaAa kninkiki   

For example, 

333231

232221

131211

aaa

aaa

aaa

= 0323122211211  AaAaAa . 

 

 Examples.  

 a) Calculate determinant of the fourth order by using Laplace’s Theorem 



0005

5413

0202

3201

 . 

 Solution. 

A row or column with many zeroes suggests a Laplace’s expansion. We can 

compute the determinant by expanding along the fourth row 

        3032025
02

32
115000

541

020

320

15
3114




. 

 b) Calculate determinant of the fourth order by using properties of 

determinants 

5 1 3 5

4 2 1 3

4 0 2 1

2 4 7 1


  . 

 Solution. 

 Let's multiply the first row by (–2) and add to the second row, multiply the 

first row by (–4) and add to the fourth row, and expand the determinant by the second 

column. 

195018

1204

75014

5315)4()2(

1742

1204

3124

5315









 = 

 

19518

124

7514

19518

124

7514

11
21












. 

 Multiply the second row by (–7) and add to the first row, multiply the second 

row by 19 and add to the third row. Expand the determinant by the third column. 

2 3

14 9 0
14 9 14 9

4 2 1 ( 1) 60
58 33 58 33

58 33 0



 
 

        . 



 

2.3 The Inverse of a Square Matrix 

 

 Definition. If the determinant of a square matrix A is equal to zero, then matrix 

A is called a singular matrix. 

 If the determinant of a square matrix A is not equal to zero, then matrix A is 

called a non-singular matrix. 

 Definition. A square matrix 1A  is called an inverse matrix of a matrix A if 

EAAAA   11 , 

where E is a unit matrix. 

 Definition. Transposed matrix A
~

 of cofactors of the corresponding elements 

of the given matrix A  is called the adjoint matrix of A  























nnnn

n

n

AAA

AAA

AAA

A









21

22212

12111

~
. 

 Theorem. A matrix A has an inverse matrix 1A  if and only if its determinant 

is not equal to zero. 

 So, an inverse matrix 1A  is calculated by the formula 























nnnn

n

n

AAA

AAA

AAA

A
A

A
A









21

22212

12111

1

det

1~

det

1
.   (1) 

 Example. Find 1A  for 

2 1 1

1 3 0

1 0 2

A

 
 

 
 
 
 

. 



 Solution. 

  017
25

31
11

025

031

112

201

031

112

det
31















A . 

 Thus, 1A  exists. Find all cofactors 
ijA  of elements 

ija  and calculate 1A . 

11

3 0
6

0 2
A   , 21

1 1
2

0 2
A


    , 31

1 1
3

3 0
A


  , 

12

1 0
2

1 2
A


   , 22

2 1
5

1 2
A


  ,  32

2 1
1

1 0
A


  


, 

13

1 3
3

1 0
A


   , 23

2 1
1

1 0
A    ,  33

2 1
7

1 3
A  


, 

6 2 3

2 5 1

3 1 7

A

 
 


 
  

,  1

6 2 3

17 17 17

2 5 1

17 17 17

3 1 7

17 17 17

A

 
 
 
 
 
 
  
 

. 

 Verify that EAA 1 . 

1

2 1 1

1 3 0

1 0 2

A A

 
 

  
 
 
 



6 2 3

17 17 17

2 5 1

17 17 17

3 1 7

17 17 17

 
 
 
 
 
 
  
 

=

1 0 0

0 1 0

0 0 1

 
 
 
 
 

. 

 

 

 



3 Methods of Solution of Systems of Linear Algebraic 

Equations 

 

3.1 Basic Definitions 

 

 Definition. The system of equation  



















,

,

,

2211

22222121

11212111

nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa









    (2) 

 

is called the system of n linear algebraic equation with n unknowns. 

 Let’s write the system (2) in the matrix form 

 

BAX  .       (3) 

 

 Here A  is the system matrix, X is the column of unknowns, B is the column 

of the constant terms. 

 

 

Definition. A solution of linear system (3) is called a set of real numbers 

which being is substituted in system (3) instead of unknowns, transforms all 

equations of the system into identities. 



 Two systems are called equivalent, if sets of their solution coincide. We 

consider as equivalent also systems which have no solutions. 

 Definition. A system (2) having at least one solution is called a compatible 

system and incompatible system, if there are no solutions. 

 Definition. A system (2) is called a definite system, if it has a unique solution 

and indefinite system, if it has more than one solution. 

 

3.2 The Matrix Method 

 

 Assume that the matrix A is non-singular matrix, 0det A . It means that 1A  

exists. Multiply the left and right parts of the equation (1.3) by 1A . In this case we 

have 

BXA    BAAXA 11        BAXAA 11        

EAA 1 , XEX     BAX 1 . 

 Thus, the solution system (1.3) is of the following form 

BAX 1 .       (4) 

 If 0det A , then the system (3) has the unique solution defined by the 

formula (4). 

 Example. Solve a system of equations by the matrix method 

1

1

1

4

3

x

x

x













2

2

2

3

2

x

x

x







3

3

3

2

2

x

x

x







33,

23,

12.

 

 Solution. 

 The matrix form of the given system is 

BXA  , 



where 

4

3

1

A









 

3

2

1

 

2

1

2







, 


















3

2

1

x

x

x

X , B

33

23

12

 
 
 
 
 

. 

Determinant of the system matrix is 

4

3

1

   

3

2

1

 

2

1 1

2

  0 . 

 Thus, we are able to use the formula (4). As we know 

AA
~11 


 . 

 Let us find A
~

 

























111

265

143
~
A . 

 As 1 , we have 

























111

265

143
1A . 

 Check up  

1A A 

4

3

1







 

3

2

1

 

2

1

2







  

3

5

1






4

6

1



1

2

1









1

0

0









 

0

1

0

 

0

0

1







. 

 Then 

1

3

5

1

X A B




  



4

6

1



1

2

1









  

33

23

12

 
 
 
 
 

 

5

3

2

 
 


 
 
 

. 



 Thus, the solution of the given system is 1 5x  ;   2 3x  ;    3 2x   or  



















2

3

5

X . 

 

3.3 The Cramer’s Rule 

 

 Let's consider the system of n  linear algebraic equations with n  unknowns 













nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa







...

..............................................

...

...

2211

22222121

11212111

    (5) 

 

 Let a matrix A is non-singular matrix, 0det A . Determinant of the system 

is 

nnnn

n

n

aaa

aaa

aaa

A









21

22221

11211

det  . 

 Then this system has a unique solution that can be calculated by the Cramer’s 

formulas 




 1

1x , 



 2

2x ,  



 n

nx ,    (6)  

where 

nnnn

n

n

aab

aab

aab









2

2222

1121

1  , 

nnnn

n

n

aba

aba

aba









1

2221

1111

2  , 

nnn

n

baa

baa

baa









21

22221

11211

 . 



 

Here  njj ,1  are the determinants formed by replacing the j-th column of the 

coefficient matrix with the column of constant terms B . 

 Note that, if 0  and at least one determinant 0i , then the system is 

incompatible (no solutions). If 0  and all 0i , then the system is indefinite 

(some solutions). 

 Example. Solve a system of equations by using the Cramer’s rule 















,839

,424

,2

321

321

321

xxx

xxx

xxx

 

 Solution. 

 Determinant of the system matrix is 

139

124

111

 . 

 Let calculate the determinant of the system expanding it by the first row 

     

      .0265118129432

39

24
11

19

14
11

13

12
11

139

124

111
312111






 

 Thus, the system has a unique solution. 

 Calculate the determinants 21,  and 3 . 

     

     

,1
2

2

,2442161284322

38

24
11

18

14
11

13

12
12

138

124

112

1
1

312111
1
































x

 



     

     

,1
2

2

,21084)5(24363294284

89

44
11

19

14
12

18

14
11

189

144

121

2
2

312111
2


































x

 

     

       

.2
2

4

,412862441812236321216

39

24
12

89

44
11

83

42
11

839

424

211

3
3

312111
3
































x

 

 Check up the solution of system. Let substitute the solution to the system 






























.88

,44

,22

,8213)1(9

,4212)1(4

,2211

 

 Answer is 2,1,1 321  xxx  or 






















2

1

1

X . 

 

3.4 The Rank of Matrix 

 

 For solving of arbitrary systems of m  equations with n  unknowns we will 

introduce notation about a rank of a matrix. 

 Let be given an arbitrary matrix A  dimension of which is nm  





















mnmm

n

n

aaa

aaa

aaa









11

22121

11211

. 



 Let us strike out k rows and k columns in this matrix. Then elements ija  found 

at the intersection of these rows and columns form the matrix of order k. 

 Definition. Determinant of this matrix is called the minor of the k  order of 

the matrix A . 

 Definition. The highest order of the minor of matrix A  different from zero 

is called the rank of this matrix and denoted Arang  or  Ar . 

 Definition. Matrix A  is equivalent to matrix B , if their ranks are equal 

A  ~ B     BrAr  . 

 Example. Find the rank of the matrix A 

.

04011

6223

3114

43























A  

 Solution. 

Let's select minors of 1st order, 2nd order and 3rd order 

,011
23

14
,04 21 




 MM  

.2)(0

0011

623

314

;0

4011

223

114

33 







 ArMM  

Thus, rank of the matrix is 2. 

 

Consider elementary operations with matrices. 

 

Elementary Operations with Matrices 

 (a) Deleting any row (column) all elements of which are zeros. 

 (b) Interchanging any two rows (columns). 

 (c) Multiplying all elements in a row (column) by the same nonzero number. 



 (d) Adding to elements of row (column) of corresponding elements of other 

row (column) multiplied by a number 0 . 

 

 Theorem. Elementary operations do not change the rank of a matrix. 

 Remark. To find the rank of a matrix reduce it to a triangular form. A number 

of nonzero rows is the rank of the given matrix. 

 

3.5 System of Linear Equations in the General Case 

 

Let be given a system of m equations with n variables 













mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa







...

..............................................

...

...

2211

22222121

11212111

,   (7) 

Then the matrix of the system (1.7) is 























mnmm

n

n

aaa

aaa

aaa

A









11

22121

11211

. 

Let join to the matrix of the system the column of constant terms. The matrix 

A  is called the augmented matrix of the system (1.7) 























mmnmm

n

n

baaa

baaa

baaa

A









21

222221

111211

.                              (8) 

 

 If the system (7) has at least one solution, it is called a compatible system. 



 Theorem (Kronecker-Kapelli Theorem). A system of linear equations (8) is 

compatible if and only if the rank of matrix A  equals the rank of the augmented 

matrix A  

)()( ArAr  . 

 Finding the set of all solutions is solving the system. We don’t need guesswork 

or good luck; there is an algorithm that always works. This algorithm is Gauss’s 

Method (or Gaussian elimination or linear elimination). 

 

 

3.6 Gauss’s Method 

 

 The aim of Gauss’s Method is to rewrite the augmented matrix (1.8) in 

triangular form by using elementary operations. 























mmnmm

n

n

b

b

b

aaa

aaa

aaa

A










2

1

21

22221

11211

…





















mmn

n

n

b

b

b

a

aa

aaa

~

~

~00

~~0 2

1

222

11211











. 

 

 Example. Solve the system by using Gauss’s Method 





















15332

8523

02

4

4321

4321

4321

4321

xxxx

xxxx

xxxx

xxxx

. 

 Solution. 

 Reduce the augmented matrix to triangular form. Let put at the first place an 

equation that has a first unknown coefficient equal to 1. If there is no such an 

equation then we divide the first equation by 1x  coefficient. 

 



A =





































15

8

0

4

3

5

2

1

1

1

1

1

3

2

1

1

2

3

1

1

~































7

4

4

4

1

2

1

1

1

2

2

1

5

1

2

1

0

0

0

1

~



































57

4

2

4

51

2

21

1

51

2

1

1

1

1

1

1

0

0

0

1

~ 

~




























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2

2

4

103

23

21

1

54

1

1

1

0

0

1

1

0

0

0

1

~






























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2

2

4
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23

21

1

0

1

1

1

0

0

1

1

0

0

0

1

~































2

2

2

4

1

23

21

1

0

1

1

1

0

0

1

1

0

0

0

1

. 

 

 We have obtained the triangular matrix. Rank of matrix of the system equals 

the rank of the augmented matrix 

3)()(  ArAr . 

 This means that the system has a solution. Take the forth row 24 x .  

 Knowing 4x  we get 3x  from the third row, 2x  from the second row 2x  and 

from the first row 1x  





















.2

,223

,221

,4

4

43

432

4321

x

xx

xxx

xxxx

 

 The solution of the system is .1;2;5;2 1234  xxxx  

 

 

  



Task “Matrices” 

 

1. Matrices A  and B  are given, 



















333231

232221

131211

aaa

aaa

aaa

A , 



















333231

232221

131211

bbb

bbb

bbb

B  

Calculate matrices BABA  ,, . Values ,,, ijij ba  are given in Table 1.  

Table 1 

Nu

mbe

r 

11a  12a  13a  21a  22a  23a  31a  32a  33a  11b  12b  13b  21b  22b  23b  31b  32b  33b      

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2

0 

2

1 

1 2 1 3 5 2 7 4 1 3 1 3 7 5 6 9 2 1 3 4 2 

2 1 7 3 5 2 6 1 4 2 8 1 3 4 9 1 5 2 4 3 2 

3 4 1 3 5 6 2 1 4 3 6 1 2 5 4 3 7 3 1 5 3 

4 5 2 3 4 1 2 2 5 7 3 6 1 2 5 4 3 7 6 2 7 

5 6 5 2 1 6 3 4 2 1 1 2 7 6 1 3 9 5 3 6 3 

6 4 2 6 1 3 7 5 2 1 2 4 6 3 2 0 5 1 8 2 4 

7 1 4 3 5 2 6 0 2 1 4 3 1 2 6 5 10 11 2 3 5 

8 2 4 3 5 1 2 3 7 1 5 3 2 4 6 2 0 3 3 7 6 

9 3 2 1 5 4 -2 1 8 3 3 5 4 6 2 1 3 4 5 2 5 

10 4 3 1 2 6 3 1 9 3 0 4 3 6 5 1 8 1 2 3 9 

11 5 1 3 4 2 1 3 1 9 4 0 3 5 2 1 1 6 3 2 6 

12 10 3 1 2 4 5 1 3 2 5 3 0 2 1 6 4 3 2 3 4 

13 2 1 3 5 2 7 4 1 3 -8 3 7 5 6 9 2 1 3 4 2 

14 1 7 3 5 2 6 1 4 2 8 1 3 4 -9 1 5 2 4 3 2 

15 3 1 3 5 6 2 1 4 3 6 1 2 5 4 3 7 3 1 5 3 

16 5 2 3 4 1 2 2 5 7 3 6 1 2 5 4 3 7 6 2 7 

17 4 2 6 1 3 7 5 2 1 2 4 6 3 2 0 5 1 8 2 4 

18 10 4 3 5 2 6 0 2 -2 4 3 1 2 6 5 10 11 2 3 5 

19 -1 4 3 5 1 2 3 7 1 5 3 2 4 6 2 0 3 3 7 6 

20 5 2 1 5 4 2 1 8 3 3 5 4 6 2 1 3 4 5 2 5 

 

 



 

2. Matrices A  and B  are given, 









232221

131211

aaa

aaa
A , 



















3231

2221

1211

bb

bb

bb

B .  

Find matrices BAC   and ABD  . Values ijij ba ,  are given in Table 2. 

Table 2 

Number 
11a  12a  13a  21a  22a  23a  11b  12b  21b  22b  31b  32b  

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 1 4 3 5 1 2 2 1 5 6 0 3 

2 3 2 1 2 3 2 4 3 1 0 2 1 

3 1 3 4 2 5 1 6 2 1 3 7 1 

4 4 1 2 3 2 7 5 3 1 2 4 6 

5 5 2 1 4 3 2 6 2 3 1 0 4 

6 -1 6 1 2 3 4 1 2 7 3 4 1 

7 2 -3 1 4 6 3 3 2 1 5 4 3 

8 3 2 3 4 5 6 2 4 1 2 3 0 

9 -2 3 1 3 4 6 5 2 3 4 1 3 

10 6 1 2 3 4 1 7 4 5 3 1 2 

11 -4 2 1 6 3 2 4 2 3 -2 1 5 

12 3 -5 1 4 2 3 -1 4 2 1 3 5 

13 3 2 3 4 5 6 2 4 1 2 3 0 

14 -2 3 1 3 4 6 5 2 3 4 1 3 

15 6 1 2 3 4 1 7 4 5 3 1 2 

16 -4 2 1 6 3 2 4 2 3 -2 1 5 

17 3 -5 1 4 2 3 -1 4 2 1 3 5 

18 6 -1 7 2 3 4 1 4 7 6 2 1 

19 5 -3 2 4 6 1 2 -3 4 2 1 3 

20 10 -1 2 3 5 1 3 4 1 5 3 6 
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