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5. MexaHi3ariif, KOMITTOTEPH3ALIiA Ta ABTOMATHU3AIIA MAPKETHHIOBOI AIIABHOCTI, IO IIEpeADadac
IITIPOKE 3aCTOCYBAHHA TEXHIYHUX 3aCO0IB y POOOTI MAPKETHHIOBUX 1H(OPMAIIAHUX CHC- TEM, CHCTEM
YIIPaBAIHHA MapKETHHIOM, OPraHi3aIliHO-TEXHIYHOIO OCHAIIICHHH.

6. VIpoBaaKeHHA HAYKOBO OOIPYHTOBAHUX TEXHOAOrH Mapkermury. Llpomy dakropy
IABUINEHHA e(EKTUBHOCTI, HA ’KaAb, IPHUAIAIOTH HE3HAYHYy yBary. 3a MaTepiaAaMy aHKETYBAHHA
3’ICOBaHO, IO KePIBHUKH 1 haxiBIIl CAAOO BOAOAIFOTH HAYKOIO 1 MHCTEIITBOM MapKETHHIOBOI AIIABHOCTI,
X094 I[eH HAIIPAM € YU HE HANOIABIII IIEPCIIEKTUBHUM.

7. YAOCKOHAACHHA YUPABAIHHA MAPKETHHIOM — CTBOPEHHA CHCTEMH YIPABAIHHA MapKETHHIOM,
HAYKOBE OOIPYHTYBaHHA Ii IAcHcTeM ((PYHKIIOHAABHHX 1 THX, IO 3a0€3IEYyIOTh) Ta OpraHisarif
parioHaABHOIO iX (YHKIIOHYBaHHA. MapKETHHI MOKE BHKOHYBATH CBOIO POAb 32 YMOBH, fKIIIO
CTBOPEHA, HAAATOAYKCHA Ha IMAIPHUEMCTBI H e(peKTUBHO (DYHKIIOHYE CHCTEMA MaPKETHHIY [0].

Orxe, IMATIPUEMCTBO IIOBUHHE MATH TAKy MAapKETHHIOBY CHCTEMY, Aka O AaBaaa HOMY 3MOIY
MAKCHMAABHO TOYHO ITAAHYBATH CBOIO MAPKETHHIOBY AIfABHICTB, IIPABUABHO OPIaHI3OBYBATH POOOTY
BIAAIAY MAapKETHHIY Ta KOHTPOAIOBATH IIi IpoIecH. BHCOKHX pe3yAbTaTiB MOMKHO AOCAITH TIABKH 3a
YMOBH, IIIO BCE HAIIPAMKH BAOCKOAACHHS OYAYTh PEaAi30BYBATHCHA CHCTEMHO T2 KOMITAEKCHO.
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CONCEPTS AND FUNCTIONS OF SCADA-SYSTEMS

Among the software tools of the ASCTU level, you can select programs to build automated
workplaces (ARMs) of technology operators, namely — specifically Developed programs — SCADA
(Supervisory Control And Data Acquisition — Dispatcher management and data collection) and NMI
(Human Machine Interface - human machine interface) The application of SCADA technologies allows
you to reach a high level automation in solving problems of developing control systems, assembling,
processing, transmission, storage and display of information.

Most Scada / HMI programs have a typical set of functionality, such as: collecting information
about controlled technological parameters from controllers lower levels and sensors; primary processing
of information; graphical representation of the state technological process and equipment in a form
convenient for perception mimicry; reception of commands of the operator and their transfer to the
controllers of the lower ones levels and executive mechanisms; exchange of information with automated
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systems management of production and enterprise.

Modern SCADA systems are well structured and are ready for use and agreed by function and on
all interfaces sets of software products and auxiliary components In network systems, SCADA means
different stations are being implemented functional purpose interacting with each other in control
systems technological processes .. With the growth of the power of computers and the corresponding
increasing the information capacity of the operator stations according to the needs SCADA-system
applications become scalable; they are available in variants that are while maintaining a generally
functional profile, support from several dozen or hundreds to tens of thousands of inputs-outputs.

Key features and tools: automated development that allows creation Automation software without
real programming; means of collecting the primary information from lower level devices; means of
control and registration of signals about emergency situations; means of storing information with the
possibility of its post processing; means processing of primary information; means of visualization of
information in the form of charts, histograms, etc.

Main functions: reception of information about controlled technological parameters from
controllers of the lower levels and sensors; saving the information received in the archives; secondary
processing of accepted information; Graphical representation of technological progress process, as well
as accepted and archival information in a convenient for perception form; receiving operator commands
and sending them to controllers of lower levels and executive mechanisms; registration of events related
to controlled technological processes the process and actions of the personnel responsible for operation
and maintenance systems; alert operational and maintenance staff about detected Emergency events
associated with controlled technological process and the functioning of the software and hardware of the
ASTCP with the registration of personnel actions in emergency situations.

One of the principles of organizing SCADA systems is a scalable architecture - this is client-server
architecture, in which the server is divided into five servers, according to five tasks that he can perform:

*1/ O server;

* Trend server;

* Alarm server;

* Report server;

e Time synchronization server.

The advantage that the user gets is the choice of scale of the automation system. If the budget
allows, the technological process can be fully automated. If allocated funds is not enough, you can
automate a small area of production or a separate technological operation, and then according to the plan
and budget Extend the system without replacing hardware, software and system configurations

Modern SCADA systems do not limit the choice of lower level equipment (controllers), since they
provide a large set of drivers or I / O servers and have well-developed means of creating their own
software modules or drivers new lower level devices. To connect I / O drivers to SCADA - the system is
currently using the following mechanisms:

* Became a de facto standard for dynamic data exchange (DDE);

* Own protocols of the manufacturers of SCADA systems, really provide the fastest data exchange;

* new OPC - protocol, which, on the one hand, is standard and supported by most SCADA
systems, and on the other hand, deprived Lacks of DDE protocols.

Initially, the DDE protocol was used in the first man-machine interfaces as a mechanism for data
sharing between application systems and PLC type devices (programmable logic controllers). To
overcome shortcomings DDE, primarily for improving reliability and speed of exchange, developers
offered their own solutions (protocols), such as AdvancedDDE or FastDDE - protocols associated with
the packet of information when exchanged with PLC and network controllers. But such private solutions
lead to a number of problems:

* For each SCADA - the system writes its driver for the supplied on the equipment market;

e In general, two packets may not have access to one the driver at one and the same time, because
each of them supports the exchange of it with your driver.
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